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a b s t r a c t

The primitive equations (PEs) of the atmosphere and the oceans without viscosity are con-
sidered. These equations are not well-posed for any set of local boundary conditions. In
space dimension 2.5 a set of nonlocal boundary conditions has been proposed in Chen
et al. [Q. Chen, J. Laminie, A. Rousseau, R. Temam, J. Tribbia, A 2.5D Model for the equations
of the ocean and the atmosphere, Anal. Appl. 5(3) (2007) 199–229]. The present article is
aimed at testing the validity of these boundary conditions with physically relevant data.
The issues tested are the well-posedness in the nonlinear case and the computational effi-
ciency of the boundary conditions for limited area models [T.T. Warner, R.A. Peterson, R.E.
Treadon, A tutorial on lateral boundary conditions as a basic and potentially serious limi-
tation to regional numerical weather prediction, Bull. Amer. Meteor. Soc. 78(11) (1997)
2599–2617].

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

This article is concerned with the primitive equations (PEs) without viscosity in space dimension 2.5, and is related to the
more theoretical article [3].

When the viscosity is present, the primitive equations have been the object of much attention, on the mathematical side,
since the works [9,10]; review articles about the mathematical theory of the PEs with viscosity appear in [22] and in an up-
dated form in [16]; see also [2,7,8]. For the physical background on primitive equations, see e.g. [15] or [23].

In the absence of viscosity, little progress has been made on the analysis of the primitive equations since the negative
result of Oliger and Sundstrom [14] showing that these equations are not well-posed for any set of local boundary conditions.
However, the determination of suitable boundary conditions for the primitive equations is a very important problem for lim-
ited area models; see e.g. a discussion in [24].

In earlier works, two of the authors of the present article and A. Rousseau have investigated these equations in space
dimension two, and an infinite set of boundary conditions has been proposed. Well-posedness of the corresponding linear-
. All rights reserved.
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ized equations has been established in [18] and numerical simulations have been performed in [19] for the linearized equa-
tions and for the full nonlinear equations. Note that the nonoccurrence of blow-up in the latter case supports the (yet un-
proved) conjecture that the proposed nonlocal boundary conditions are also suitable for the nonlinear PEs. See also [1] for
numerical issues concerning the boundary conditions for the primitive equations without viscosity.

The numerical simulations performed in [19] were mainly motivated by computational preoccupations and the need to
support the idea that the proposed boundary conditions are computationally feasible and lead indeed to well-posedness. In
view of performing (in dimension two) computations of physical significance, the last author expressed the wish that the
flow should be a perturbation of a geostrophic flow (which is not the case in [19]). Now, the geostrophic equation
1 Ox
py ¼ �qfu; ð1:1Þ
implies that there does not exist any geostrophic solution depending only on x and z.1 It is then necessary, even in dimension
two, to introduce some y-dependence. A number of natural choices had to be abandoned, in particular the use of a few Fourier
modes in y, which would produce the undesirable Gibbs phenomena when approximating the periodic extension of the function
rðyÞ ¼ y on ½0; L2�, this function being introduced in the model by (1.1 ). In this way we were led to choose, for the y-direction, a
three-mode linear finite element model. In the article [3], we presented the full derivation of the model and studied the well-
posedness of the linearized equations.

The present article is aimed at actually testing in a physically relevant context the model in [3] which we here call a 2.5D
model. In fact the model presented in [3] was a linear (linearized) one. The first step here is then to extend the model to the
nonlinear case. Let us succinctly present the derivation of the model.

We first derive the Galerkin finite element approximation based on the use of three piecewise linear elements in the
direction y; we thus arrive at three coupled systems, each one similar to the 2D primitive equations in the variables x
and z (and t). We then perform the normal mode decomposition of these equations in the direction z as in [21] (see also
[17–19]), the normal modes in z being either sines or cosines (depending on the functions), and these sines and cosines
are the eigenfunctions of a two-point boundary value Sturm–Liouville problem ([21]). At this stage, each mode consists in
three coupled equations for the functions of the variables x and t (Section 2.2). In Section 2.3, we recall the boundary con-
ditions for the linearized systems in x and t, the boundary conditions depending on the nature of the mode (being the zero, or
a subcritical or supercritical mode). The zero mode takes a special form and requires some special treatment, while the sub-
critical modes are the mathematically most challenging and physically most relevant ones. Finally, in Section 2.4, we intro-
duce the boundary conditions for the nonlinear system derived above.

The numerical simulations are the focuses of the present article. In Section 3 the numerical schemes for the nonlinear
systems are presented. We choose a first order finite difference method for the spatial discretization. However, care has
to be taken of the signs of the characteristic values in order to take an upwind spatial discretization of the x-derivatives.
For this reason the subcritical modes and the supercritical modes have to be treated differently (see Section 3.2). The zero
mode is treated separately. For the time advancing we choose the first order semi-implicit finite difference method, i.e. the
first order x-derivatives are treated implicitly (in time), while the zero order terms and the nonlinear terms are treated
explicitly (in time).

The numerical simulations, as well as their results, are presented in Section 4. Two simulations are performed: the first
one on a large domain, with homogeneous boundary conditions at one or both ends in the x-direction, and the second one on
the middle half of the domain, with boundary data (usually nonhomogeneous) coming from the first simulation. The out-
comes of both simulations are studied and compared. They support the conjecture that the proposed boundary conditions
are suitable for the nonlinear problem. Both outcomes (restricted to the middle half domain if necessary) match very well on
the middle half domain. This shows that the proposed boundary conditions are physically relevant. Let us recall here that the
computational problem at the origin of this study is the choice of boundary conditions for limited area models based on the
primitive equations. The similarity of the solutions computed with the parent (global) model and with the local one supports
the idea that, beside being mathematically suitable, the nonlocal boundary conditions introduced in [3] for the 2.5D model
are also computationally satisfactory for limited area simulations [24].

In a series of papers related to our articles, McDonald [11–13] studies the boundary conditions that are appropriate to the
linearized Shallow Water equations, implements them in the context of a multi-level (nested) discretization and compares
his numerical results to those given by the method of Davies [4]. The boundary conditions proposed by McDonald in [11] are
based on the directions of the characteristics at the boundary and his point of view is close to ours (see the comments after
(2.29) in the text). The method used by Davies is based on a relaxation of the boundary values of a given quantity u to its
external values uB given, e.g., by computations on a coarser mesh. This classical method introduces a boundary layer at
the boundary which depends on the choice and our object, as well as that of the articles [11–13], is to avoid such boundary
layers. See also [6] for a review and further discussions on the boundary conditions.

In this article, as well as in [3] and in our related articles, the Brunt–Väisälä frequency N of the underlying stratified flow is
assumed to be constant (see below after (2.2)). Our results can be extended to more general positive frequencies N ¼ NðzÞ,
although some additional work would be needed in that case and the eigenfunctions Un and Wn appearing in the normal
is the local west–east direction, Oy is the local south–north direction, and Oz is the ascendant vertical.
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vertical expansion would be more complicated than the sines and cosines appearing in (2.14) below and they generally
would not be known explicitly. These developments are left for further work.

2. The 2.5D primitive equations and their normal mode expansion

We recall that the 3D primitive equations without viscosity for the ocean and the atmosphere read:
~vt þ ð~v � OÞ~vþ ~wvz þ fk� ~vþ 1
q0
Oep ¼ F~v;

~pz ¼ �~qg;

O � ~vþ ~wz ¼ 0;eT t þ ð~v � OÞeT þ ~weT z ¼ QeT ;
~q ¼ q0ð1� aðeT � T0ÞÞ:

8>>>>>>><>>>>>>>:
ð2:1Þ
Here ~v ¼ ð~u; ~vÞ is the horizontal velocity, ~w the vertical velocity, ~q is the density, ~p the pressure, and eT the temperature; O
denotes the horizontal gradient operator; ~vt ¼ ov=ot, etc. The independent variables are ðx; y; zÞ 2 M ¼ ð0; L1Þ�
ð0; L2Þ � ð�H;0Þ, and t > 0. The forcing terms F~v ¼ ðF~u; F~vÞ and QeT are introduced here merely for mathematical generality;
they vanish in the physical cases, except QeT which does not vanish for the atmosphere and corresponds then to the solar
heating.

We consider a uniformly stratified flow with constant velocity �v0 ¼ ðU0; 0Þ, and the density, the pressure, and the temper-
ature being of the form q0 þ �q0ðzÞ, p0 þ �p0ðzÞ and T0 þ T0ðzÞ, with
�q0ðzÞ ¼ �q0N2g�1z;

T0ðzÞ ¼ N2ðagÞ�1z;
�p0zðzÞ ¼ �ðq0 þ �q0Þg:

8><>: ð2:2Þ
Here N is the Brunt–Väisälä buoyancy frequency, assumed to be constant; q0, p0 and T0 are respectively reference values of
the density, pressure and temperature. We then decompose the unknowns of (2.1) in the form:
~v ¼ �v0 þ vðx; y; z; tÞ;
~w ¼ wðx; y; z; tÞ;
~q ¼ q0 þ �q0 þ qðx; y; z; tÞ;eT ¼ T0 þ T0 þ Tðx; y; z; tÞ;
~p ¼ p0 þ �p0 þ pðx; y; z; tÞ:

8>>>>>><>>>>>>:
ð2:3Þ
Substituting (2.3) into the system (2.1), and separating the linear and nonlinear terms, we obtain a system for u, v, w, q, T and
p:
ut þ U0ux � fvþ 1
q0

px þ Bðu; v;w; uÞ ¼ 0;

vt þ U0vx þ fuþ 1
q0

py þ Bðu; v;w; vÞ þ f U0 ¼ 0;

Tt þ U0Tx þ N2

ag wþ Bðu; v;w; TÞ ¼ 0;
pz ¼ �qg;

ux þ vy þwz ¼ 0;
q ¼ �aq0T;

8>>>>>>>>>><>>>>>>>>>>:
ð2:4Þ
where for h ¼ u; v or T ,
Bðu; v;w; hÞ ¼ uhx þ vhy þwhz: ð2:5Þ
We substitute (2.4)6 into (2.4)4, and set
/ ¼ p=q0;

w ¼ /z ¼ aTg:

�
ð2:6Þ
After these steps we reach the following system with five equations and five unknowns:
ut þ U0ux � fvþ /x þ Bðu; v;w; uÞ ¼ 0;
vt þ U0vx þ fuþ /y þ Bðu; v;w; vÞ þ f U0 ¼ 0;

wt þ U0wx þ N2wþ Bðu; v;w; wÞ ¼ 0;
ux þ vy þwz ¼ 0;
/z ¼ w;

8>>>>>><>>>>>>:
ð2:7Þ
where B is defined in (2.5).
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2.1. The finite elements in the y-direction

We recall that in [3] three finite elements, that is, the hat functions h1, h2 and h3 (see Fig. 2.1), were introduced in the y-
direction. Instead of the usual hat function ~h2 (see Fig. 2.1), h2 was used so that h1, h2 and h3 are orthogonal; this choice of h2

(replacing ~h2), which was inspired by work on wavelets [5], is essential.
We now look for approximate solutions of (2.7) of the form
u ¼ u1ðx; z; tÞh1ðyÞ þ u2ðx; z; tÞh2ðyÞ þ u3ðx; z; tÞh3ðyÞ;
v ¼ v1ðx; z; tÞh1ðyÞ þ v2ðx; z; tÞh2ðyÞ þ v3ðx; z; tÞh3ðyÞ;
w ¼ w1ðx; z; tÞh1ðyÞ þw2ðx; z; tÞh2ðyÞ þw3ðx; z; tÞh3ðyÞ;
/ ¼ /1ðx; z; tÞh1ðyÞ þ /2ðx; z; tÞh2ðyÞ þ /3ðx; z; tÞh3ðyÞ;
w ¼ w1ðx; z; tÞh1ðyÞ þ w2ðx; z; tÞh2ðyÞ þ w3ðx; z; tÞh3ðyÞ

8>>>>>><>>>>>>:
ð2:8Þ
and consider the corresponding finite element (Galerkin) approximation of (2.7). Before we present the approximate equations,
we introduce the following notations, which shall enable us to write the approximate equations in a compact form; we set:
u ¼ ðu1; u2; u3ÞT; v ¼ ðv1; v2; v3ÞT; / ¼ ð/1;/2;/3Þ
T
;

w ¼ ðw1;w2;w3Þ
T
; w ¼ ðw1;w2;w3ÞT:

ð2:9Þ
Then the Galerkin approximation to (2.7) reads
ut þ U0ux þ /x � f v þ Bðu; v;w; uÞ ¼ 0;
vt þ U0vx þ f uþK/þ f þ Bðu; v;w; vÞ ¼ 0;

wt þ U0wx þ N2wþ Bðu; v;w; wÞ ¼ 0;
ux þKv þwz ¼ 0;
w ¼ /z;

8>>>>>><>>>>>>:
ð2:10Þ
where h taking the values of u, v or w,
Bðu; v;w; hÞ ¼ ðB1ðu; v;w; hÞ;B2ðu; v;w; hÞ; B3ðu; v;w; hÞÞ ð2:11Þ
and
B1ðu; v;w; hÞ ¼ uTC1hx þ vTK1hþwTC1hz;

B2ðu; v;w; hÞ ¼ uTC2hx þ vTK2hþwTC2hz;

B3ðu; v;w; hÞ ¼ uTC3hx þ vTK3hþwTC3hz:

8><>: ð2:12Þ
In (2.10) and (2.12) we used the following notations:
K ¼ 1
L2

�3 �9 0
1
2 0 � 1

2

0 9 3

0B@
1CA; f ¼

3
2 f U0

� 1
2 f U0

3
2 f U0

0BB@
1CCA;
0 0

1.0 1.01.01.0

h1 h2 h3 2h

0 0

~

−2.0

y y y y0.5L2 L2 L2 L2 L20.5L 0.5L2 0.5L22

Fig. 2.1. The hat functions h1, h2, h3 and ~h2.
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K1 ¼
1
L2

�2 �6 0
0 0 0
0 0 0

0B@
1CA; C1 ¼

3
4

1
4 0

1
4

3
4 0

0 0 0

0B@
1CA;

K2 ¼
1
L2

0 0 0
�1 0 1
0 0 0

0B@
1CA; C2 ¼

1
24

1
8 0

1
8 � 5

4
1
8

0 1
8

1
24

0B@
1CA;

K3 ¼
1
L2

0 0 0
0 0 0
0 6 2

0B@
1CA; C3 ¼

0 0 0
0 3

4
1
4

0 1
4

3
4

0B@
1CA:
Note that the matrices K, K1, K2 and K3 are the finite element representations of the differential operator o=oy in the respec-
tive contexts, whereas C1, C2 and C3 are matrix coefficients related to the nonlinear interactions.

2.2. The normal mode expansions

Following [14] and [21], we consider the normal mode expansion of the solutions of the system (2.10). That is, we look for
the solutions written in the following form:
ðu; v;/Þ ¼
P

nP0
UnðzÞðun; vn;/nÞðx; tÞ;

ðw;wÞ ¼
P

nP1
WnðzÞðwn;wnÞðx; tÞ:

8><>: ð2:13Þ
Here un, vn, etc., are vector functions like u, v, etc., but are independent of z. We refer the reader to [21] for the justification of
the normal mode expansion. The specifications of the eigenfunctions Un andWn can be found in [3,18], and are repeated here
for the readers’ convenience:
U0 ¼
ffiffiffi
1
H

q
; and Un ¼

ffiffiffi
2
H

q
cosðknNzÞ for n P 1;

Wn ¼
ffiffiffi
2
H

q
sinðknNzÞ for n P 1;

8><>: ð2:14Þ
where kn ¼ np=NH. We observe that, for n;m P 1,
R 0
�H UnðzÞUmðzÞdz ¼ dn;m;R 0
�HWnðzÞWmðzÞdz ¼ dn;m;R 0
�H UnðzÞWmðzÞdz ¼ 0;
U0nðzÞ ¼ �NknWnðzÞ;
W0nðzÞ ¼ NknUnðzÞ:

8>>>>>>><>>>>>>>:
ð2:15Þ
Then we introduce the expansions (2.13) into the system (2.10). We classically derive from (2.10) an infinite system for the
modes un, vn, etc. Indeed, for each n P 0, we multiply each equation by Un (or Wn for the 3rd and 5th equations), and inte-
grate over ð�H;0Þ. For the zero mode (n ¼ 0), we first carry out the following decomposition of /0 (see [3]); we write:
/0 ¼ �/0 þ /00; ð2:16Þ
where �/0, which is not unique, is one of the constant solutions of2
K�/0 ¼ �f 0 ð2:17Þ
with K defined in Section 2.1, and
f 0 ¼

3
2 f U0

ffiffiffiffi
H
p

� 1
2 f U0

ffiffiffiffi
H
p

3
2 f U0

ffiffiffiffi
H
p

0BB@
1CCA: ð2:18Þ
For simplicity, we write /0 instead of /00 in the sequel. Thus the system for u0, v0 and /0 reads
u0t þ U0u0x þ /0x � f v0 þ B0ðu; v;w; uÞ ¼ 0;
v0t þ U0v0x þ f u0 þK/0 þ B0ðu; v;w; vÞ ¼ 0;
u0x þKv0 ¼ 0;

8><>: ð2:19Þ
t is, �/0 is a discrete approximation of the geostrophic equation /y ¼ �fu, u ¼ U0.
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where for h ¼ u or v, and n P 0:
Bnðu; v;w; hÞ ¼
Z 0

�H
Bðu; v;w; hÞUn dz: ð2:20Þ
For all modes n P 1, the systems that we obtain have the same form:
unt þ U0unx þ /nx � f vn þ Bnðu; v;w; uÞ ¼ 0;
vnt þ U0vnx þ f un þK/n þ Bnðu; v;w; vÞ ¼ 0;

wnt þ U0wnx þ N2wn þ B#
n ðu; v;w; wÞ ¼ 0;

unx þKvn þ Nknwn ¼ 0;
�Nkn/n ¼ wn;

8>>>>>><>>>>>>:
ð2:21Þ
where for h ¼ u; v, and n P 1, Bnðu; v;w; hÞ were already defined in (2.20), and
B#
n ðu; v;w; wÞ ¼

Z 0

�H
Bðu; v;w; wÞWn dz; n P 1: ð2:22Þ
From the last two equations in (2.21) we infer that
/n ¼ �
1

Nkn
wn; wn ¼ �

1
Nkn
ðunx þKvnÞ; ð2:23Þ
which means that /n and wn are diagnostic variables fully determined by the other three unknowns. We can thus eliminate
/n and wn from (2.21), and obtain a system for un, vn and wn, for each n P 1:
unt þ U0unx � 1
Nkn

wnx � f vn þ Bnðu; v;w; uÞ ¼ 0;

vnt þ U0vnx þ f un � 1
Nkn

Kwn þ Bnðu; v;w; vÞ ¼ 0;

wnt � N
kn

unx þ U0wnx � N
kn

Kvn þ Bnðu; v;w; wÞ ¼ 0:

8>><>>: ð2:24Þ
2.3. Boundary conditions and the well-posedness for the linearized initial-boundary value problem

For the linearized model in [3] we assume that the perturbation variables u, v etc., as well as their first order derivatives,
are small compared to their reference values (e.g. u is small compared to U0). This assumption leads us to the linearized ver-
sion of the system (2.7):
ut þ U0ux � fvþ /x ¼ 0;
vt þ U0vx þ fuþ /y þ f U0 ¼ 0;

wt þ U0wx þ N2w ¼ 0;
ux þ vy þwz ¼ 0;
/z ¼ w:

8>>>>>><>>>>>>:
ð2:25Þ
We then perform on this linearized system the finite element expansion and normal mode decomposition, as described in
the previous two subsections. We thus obtain the linearized versions of (2.19) and (2.24), that is, for n ¼ 0,
u0t þ U0u0x þ /0x � f v0 ¼ 0;
v0t þ U0v0x þ f u0 þK/0 ¼ 0;
u0x þKv0 ¼ 0

8><>: ð2:26Þ
and for n P 1,
unt þ U0unx � 1
Nkn

wnx � f vn ¼ 0;

vnt þ U0vnx þ f un � 1
Nkn

Kwn ¼ 0;

wnt � N
kn

unx þ U0wnx � N
kn

Kvn ¼ 0:

8>><>>: ð2:27Þ
In [3], a set of modal boundary conditions were proposed for the systems (2.26) and (2.27), and the well-posedness of the
corresponding linearized initial value problem was shown. We shall recall those boundary conditions for (2.27) in this sub-
section; but the treatment, as well as the boundary conditions, of the zero mode (2.26) will be different than in [3] so that it
is more suitable for the numerical simulations.

The coefficient matrix of the first order derivatives in (2.27) has three eigenvalues U0 þ 1=kn, U0 and U0 � 1=kn. The first
two are always positive, while depending on n the third eigenvalue U0 � 1=kn can be either positive or negative for the actual
(physical) values of the parameters U0, L1, H, etc. We say that the corresponding mode is supercritical if U0 � k�1

n > 0, and
subcritical otherwise. The supercritical modes require three boundary conditions at x ¼ 0, and the subcritical modes require
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two boundary conditions at x ¼ 0 and one at x ¼ L1. This mandates that we impose different boundary conditions according
to the type of the modes.

We first note that the sequence fkng is monotone and kn !1 as n!1. Therefore, there are only a finite number of sub-
critical modes, and we denote this finite number by nc. For physically relevant values of the data, nc is ranging, say, from 1 to
10.

Let nn, vn and gn be the eigenvectors corresponding to U0 þ 1=kn, U0 and U0 � 1=kn, respectively. Specifically we choose
3 At t
4 Sinc
nn ¼ un � wn=N;

vn ¼ vn;

gn ¼ un þ wn=N:

8><>: ð2:28Þ
With this new set of unknowns we transform the system (2.27) into the following form:
nnt þ ðU0 þ 1
kn
Þnnx þ �f þ K

kn

� �
vn ¼ 0;

vnt þ U0vnx þ f
2þ K

2kn

� �
nn þ f

2� K
2kn

� �
gn ¼ 0;

gnt þ U0 � 1
kn

� �
gnx þ �f � K

kn

� �
vn ¼ 0:

8>>>><>>>>: ð2:29Þ
Neglecting the lower order terms we see that the equations in (2.29) are all of the form rt þ arx ¼ 0. We know that the nat-
ural boundary condition for such an equation is to prescribe r at x ¼ 0 if a > 0 and to prescribe r at x ¼ L1 if a < 0 (the parts of
the boundary where the characteristics enter the domain). We observe that a > 0 for all the equations (2.29), except for gn

when U0 � k�1
n < 0, that is for the subcritical modes. Thus following [3] the boundary conditions are imposed in the following

way. For the supercritical modes, i.e. when n > nc, we take the natural boundary conditions,
nnð0; tÞ ¼ 0;
vnð0; tÞ ¼ 0;
gnð0; tÞ ¼ 0

8><>: ð2:30Þ
and for the subcritical modes, i.e. when 1 6 n 6 nc,
nnð0; tÞ ¼ 0;
vnð0; tÞ ¼ 0;
gnðL1; tÞ ¼ 0:

8><>: ð2:31Þ
The well-posedness of the initial-boundary value problem associated with the linear system (2.25), with the zero mode ex-
cluded, was established in [3] using the linear semigroup theory (Hille–Yosida theorem).

For the zero mode (see (2.26)) we depart from [3] and choose the following boundary conditions:
u0ð0; tÞ ¼ ul
0ðtÞ;

v0ð0; tÞ ¼ vl
0ðtÞ;

/0ð0; tÞ ¼ /l
0ðtÞ;

/0ðL1; tÞ ¼ /r
0ðtÞ;

8>>>><>>>>: ð2:32Þ
where ul
0ðtÞ, vl

0ðtÞ, /
l
0ðtÞ and /r

0ðtÞ are given3 functions of t. The choice of this set of boundary conditions will be justified below.
Let4
f0ðx; tÞ ¼ Ku0 � v0;x: ð2:33Þ
Then apply the operator K to (2.26)1 and the operator o=ox to (2.26)2, and subtract the resulting equations. This gives
o

ot
f0 þ U0

o

ox
f0 ¼ 0: ð2:34Þ
The value of f0 at t ¼ 0 can be computed from the given initial condition; and the value of f0 at x ¼ 0 can be computed from
the given boundary conditions (see [3], Section 3.4, for more details). Hence Eq. (2.34) can be solved. Once we have f0, we can
solve the following ODE system for u0 and v0:
u0x þKv0 ¼ 0;
v0x �Ku0 ¼ �f0:

�
ð2:35Þ
his stage /r
0ðtÞ is left free; see Section 2.5 for the geostrophic boundary condition.

e K is the discrete form of o=oy, Ku0 � v0;x is the discrete form of curlðu0; v0Þ.
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For /0, as we said, we take an approach different from that in [3]. We use the first two equations of (2.26) (instead of the first
one only). We differentiate the first equation in x, apply the operator K to the second one, and add the resulting equations to
find:
5 The
/0xx þK2/0 ¼ �f f0: ð2:36Þ
It is shown in Appendix A that the equation above, supplemented with the boundary conditions (2.32)3,4, has a unique solu-
tion for every f0 sufficiently regular. Note that (2.36) is a differential equation in x, and t is a parameter in (2.36).

2.4. Modal boundary conditions for the nonlinear problem

In this subsection we consider the full nonlinear Eq. (2.7) and their modal expansions (2.19) and (2.21), and we show how
to implement the same boundary conditions as in the linear case.

We perform the same change of variables (2.28) and we deduce from (2.21) the equations:
nnt þ ðU0 þ 1
kn
Þnnx þ �f þ K

kn

� �
vn þ NLnn

¼ 0;

vnt þ U0vnx þ f
2þ K

2kn

� �
nn þ f

2� K
2kn

� �
gn þ NLvn ¼ 0;

gnt þ ðU0 � 1
kn
Þgnx þ ð�f � K

kn
Þvn þ NLgn

¼ 0;

8>>><>>>: ð2:37Þ
where
NLnn
¼ Bnðu; v;w; uÞ � 1

N Bnðu; v;w; wÞ;
NLvn ¼ Bnðu; v;w; vÞ;
NLgn

¼ Bnðu; v;w; uÞ þ 1
N Bnðu; v;w; wÞ:

8><>: ð2:38Þ
The nonlinear equations of the zero mode are still (2.19). Our treatment of this system is analogous to that of the linear sys-
tem (2.26). Indeed, with f0 defined as in (2.33), we first obtain the equation for f0 from the first two equations of (2.19):
o

ot
f0 þ U0

o

ox
f0 þKB0ðu; v;w; uÞ � o

ox
B0ðu; v;w; vÞ ¼ 0: ð2:39Þ
In the nonlinear case, all modes are coupled and the zero mode cannot be treated independently of the modes n P 1 since
e.g. in (2.39), the terms B0 contains the modes n P 0. The following remarks are related to the numerical treatment of (2.37)–
(2.39), and not related to the theoretical issues such as existence of and uniqueness of solutions. Hence for the numerical
approximation of (2.39) at time tnþ1, if we treat the nonlinear terms explicitly (that is, using e.g. their values at time tn),
we can advance Eq. (2.39) in f0 by supplementing it with boundary and initial conditions as in the linear case. Once f0 is
known at time tnþ1, we can determine u0 and v0 at time tnþ1 by solving the following ODE system:
u0x þKv0 ¼ 0;
v0x �Ku0 ¼ �f0:

�
ð2:40Þ
Finally, we combine the first two equations of (2.19) again to obtain an equation for /0:
/0xx þK2/0 ¼ �f f0 �
o

ox
Bðu; v;w; uÞ �KBðu; v;w; vÞ: ð2:41Þ
We supplement Eq. (2.41) with boundary conditions similar to (2.32)3 and (2.32)4 (see below in Section 2.5), and we treat the
nonlinear terms explicitly (using known values); we then infer /0 at time tnþ1, and now all values u0, v0, /0 have been
advanced.

In what precedes and in the following we assume that the initial data are such that the nonlinear parts are small com-
pared to the linear parts, so that the characteristic values do not change sign, at least for a certain period of time. Assuming
so, we conjecture that the boundary conditions which lead to the well-posedness of the linearized system will also furnish a
well-posed problem for the nonlinear equations, at least for some time. We leave the theoretical analysis to subsequent stud-
ies, and perform here the corresponding numerical simulations based on this hypothesis, which is comforted by the lack of
numerical blow-up. Hence the boundary conditions that we consider for the nonlinear problems are (2.30)–(2.32).

2.5. Geostrophic boundary conditions for /0

We recall that /0 is actually /00, which is a small perturbation to the geostrophic solution �/0 of (2.17). To make our model
physically more interesting, we want /00 to be close to being geostrophic too. Remember that the boundary value function /r

0

in (2.32)4 has been left free so far. Hence we have the freedom to impose certain restrictions on it. We choose to compute /r
0

from the known quantities u0 and v0
5 by the geostrophic equations (see below), in the hope that, with this specially prepared
se quantities and known at time tnþ1 when we compute /00 at time tnþ1; see the explanation above.



Q. Chen et al. / Journal of Computational Physics 227 (2008) 9865–9884 9873
boundary condition, the solution /0 will stay close to being geostrophic. We shall denote this new boundary value function as
/r

0;g (g for geostrophic) to distinguish it from the previous notation /r
0.

In order to calculate /r
0;g we need to introduce the scalar functions u0ðx; y; tÞ, v0ðx; y; tÞ and /0ðx; y; tÞ. They are related to u0,

v0 and /0 (see (2.8) and (2.13)) by the following equations:
6 Rem
u0ðx; y; tÞ ¼ u01ðx; tÞh1ðyÞ þ u02ðx; tÞh2ðyÞ þ u03ðx; tÞh3ðyÞ;
v0ðx; y; tÞ ¼ v01ðx; tÞh1ðyÞ þ v02ðx; tÞh2ðyÞ þ v03ðx; tÞh3ðyÞ;
/0ðx; y; tÞ ¼ /01ðx; tÞh1ðyÞ þ /02ðx; tÞh2ðyÞ þ /03ðx; tÞh3ðyÞ;

8><>: ð2:42Þ
where h1, etc., are the hat functions introduced in Section 2.1 (see Fig. 2.1). We observe that if u0;1, etc. are known, we can
compute u0, etc. from (2.42), and on the other hand, if u0, etc. are known, and if they are linear in y, then we can compute u01,
etc. from (2.42) too. The geostrophic equations for u0, v0 and /0 read
�fv0 þ /0x ¼ 0;
fu0 þ /0y ¼ 0:

(
ð2:43Þ
After these reminders, we are ready to sketch the procedure for calculating /r
0;g. For each time t 2 ð0; TÞ (e.g. t ¼ tnþ1), we first

find u0 and v0 from u0 and v0 by (2.42)1,2, once the latter are known. Then we set y ¼ 0, and integrate (2.43)1 in x to find
/0ðL1; 0; tÞ.6 With /0ðL1;0; tÞ at hand, we can integrate (2.43)2 in y to find /0ðL1; y; tÞ for every y 2 ½0; L2�. Then we use (2.42)3

to determine /01ðL1; tÞ, /02ðL1; tÞ and /03ðL1; tÞ, for every t 2 ð0; TÞ. These values are the three components of /r
0;gðtÞ. The calcu-

lations are straightforward and easy, and so the details are skipped.
In the sequel we replace /r

0 on the right-hand side of (2.32)4 by /r
0;g, that is, the boundary values of /0 on the right bound-

ary are to be calculated from the known quantities and the geostrophic Eq. (2.43).

3. Numerical scheme

3.1. Vertical discretization by spectral method

In the vertical direction, we proceed by normal modes decomposition as in (2.13). From the numerical point of view, we
will need to transform some grid data into modal coefficients in the Un or Wn bases of L2ð�H;0Þ, and vice versa.

Given a function f represented by its values on a grid zl ¼ �H þ lDz, 0 6 l 6 lmax, Dz ¼ H=l max, we want to transform it into
coefficients fn, 0 6 m 6 M. To this aim we use the trapezoidal integration method, with the zl as nodal points. For the func-
tions u, v and /, we decompose them in the Un basis of L2ð�H;0Þ. For 0 6 n 6 Nmax:
fun; vn;/ng ¼
Z 0

�H
UnðzÞfu; v;/gðx; z; tÞdz

¼ ðby trapezoidal ruleÞ

ffi Dz
2
ðUnðz0Þfu; v;/gðz0Þ þ UnðzmaxÞfu; v;/gðzlmaxÞÞ þ Dz

Xlmax�1

l¼1

UnðzlÞfu; v;/gðzlÞ

ð3:1Þ
and for w and w, 1 6 n 6 Nmax:
fwn;wng ¼
Z 0

�H
WnðzÞfw;wgðx; z; tÞdz

¼ ðby trapezoidal ruleÞ

ffi Dz
2
ðWnðz0Þfw;wgðz0Þ þWnðzmax Þfw;wgðzlmaxÞÞ þ Dz

Xlmax�1

l¼1

WnðzlÞfw;wgðzlÞ

ð3:2Þ
Alternatively, if the function is given by its modal coefficients, the values on the z-grid zl, 0 6 l 6 lmax are simply given by:
ðu; v;/ÞðzlÞ ¼
P

nP0
UnðzlÞðun; vn;/nÞ;

ðw;wÞðzlÞ ¼
P

nP1
WnðzÞðwn;wnÞ:

8><>: ð3:3Þ
In the numerical simulations, we are given some initial data on the physical grid zl, 0 6 l 6 lmax. We transform them into
modal coefficients thanks to formulas (3.1), and, in the linear case, we keep them all along the computations, except for gra-
phic purposes, for which, we use the inverse formulas (3.2) to return to the physical space. Generally speaking, for the non-
linear problem, we need to operate (3.1) and (3.2) once at every time step, in order to avoid the computation of the
convolution products, which would cost too much in terms of CPU time and is not considered an appropriate numerical
ember that /0ð0;0; tÞ is known (prescribed).
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procedure. But in our case, since we only take a small number of modes (at most 10), it is more convenient to compute the
nonlinear terms by the convolution formulas. The latter approach is what we will take.

3.2. Finite difference method in time and space (x-direction only)

We choose to discretize the system (2.37) by finite differences in time and in the horizontal direction. Naturally care has
to be taken of the sign of the characteristic values, in order to take an upwind (hence stable in the linear case) spatial dis-
cretization of the x-derivative. Whereas U0 and U0 þ 1=kn are always positive, the third characteristic value of the nth mode
in the linear case is U0 � 1=kn, and it can either be positive or negative for the actual physical values that we consider.

In the nonlinear case, since the initial data are taken small compared to U0, we implicitly assume that the signs of the
characteristic values remain unchanged for a certain period of time. Hence we conjecture that a stable scheme for the linear
equations will remain stable for the nonlinear equations for a certain period of time.

The scheme that we choose for (2.37) is semi-implicit in time, that is, the first order x-derivatives are treated implicitly (in
time), while the zero order terms and the nonlinear terms ( for the nonlinear equations only) are treated explicitly (in time).
The scheme is then as follows:

For every subcritical mode 1 6 n 6 nc:
nkþ1
n;m�nk

n;m

Dt þ U0 þ 1
kn

� �
nkþ1

n;m�nkþ1
n;m�1

Dx þ K
kn
� f

� �
vk

n;m þ NLk
nn;m
¼ 0;

vkþ1
n;m�vk

n;m

Dt þ U0
vkþ1

n;m�vkþ1
n;m�1

Dx þ f
2þ K

2kn

� �
nk

n;m þ
f
2� K

2kn

� �
gk

n;m þ NLk
vn;m
¼ 0;

gkþ1
n;m�gk

n;m

Dt þ U0 � 1
kn

� �
gkþ1

n;mþ1�gkþ1
n;m

Dx þ �f � K
kn

� �
vk

n;m þ NLk
gn;m
¼ 0;

8>>>>><>>>>>:
ð3:4Þ
where 1 6 m 6 M for the first two equations, and 0 6 m 6 M � 1 for the last equation.
For the supercritical modes n > nc:
nkþ1
n;m�nk

n;m

Dt þ U0 þ 1
kn

� �
nkþ1

n;m�nkþ1
n;m�1

Dx þ K
kn
� f

� �
vk

n;m þ NLk
nn;m
¼ 0;

vkþ1
n;m�vk

n;m

Dt þ U0
vkþ1

n;m�vkþ1
n;m�1

Dx þ f
2þ K

2kn

� �
nk

n;m þ
f
2� K

2kn

� �
gk

n;m þ NLk
vn;m
¼ 0;

gkþ1
n;m�gk

n;m

Dt þ U0 � 1
kn

� �
gkþ1

n;m�gkþ1
n;m�1

Dx þ �f � K
kn

� �
vk

n;m þ NLk
gn;m
¼ 0;

8>>>>><>>>>>:
ð3:5Þ
where 1 6 m 6 M for all three equations. In fact the only difference between Eqs. (3.4) and (3.5) appears in the upwind dif-
ferentiation in x of gx.

The system for the zero mode is resolved in several steps. First we discretize (2.39) using a semi-implicit, first order
scheme. The scheme reads, for 2 6 m 6 M þ 1,
fkþ1
0;m � fk

0;m

Dt
þ U0

fkþ1
0;m � fkþ1

0;m�1

Dx
þKBk

0;mðu; v;w; uÞ �
Bk

0;mðu; v;w; vÞ � Bk
0;m�1ðu; v;w; vÞ

Dx
¼ 0: ð3:6Þ
Once we have the discrete values of f0, we discretize (2.40) for u0 and v0, using an explicit (in x), first-order scheme:
ukþ1
0;m
�ukþ1

0;m�1
Dx þKvkþ1

0;m�1 ¼ 0;
vkþ1

0;m�vkþ1
0;m�1

Dx �Kukþ1
0;m�1 ¼ �fkþ1

0;m ;

8><>: ð3:7Þ
where fkþ1
0;m is the value of the function f at grid point ððm� 1ÞDx; ðkþ 1ÞDtÞ. Finally, we discretize (2.41) using the centered

difference scheme. For 1 6 m 6 M � 1,
/kþ1
0;mþ1 � 2/kþ1

0;m þ /kþ1
0;m�1

Dx2 þK2/kþ1
0;m ¼ �f fkþ1

0;m �
Bkþ1

0;m ðu; v;w; uÞ � Bkþ1
0;m�1ðu; v;w; uÞ

Dx
�KBkþ1

0;m ðu; v;w; vÞ: ð3:8Þ
Note that /kþ1
0;0 and /kþ1

0;M are given by the boundary conditions (2.32)3,4, and therefore the number of unknowns equals the
number of equations in (3.8). The system can be easily inverted by a linear solver for band square matrices.
4. Numerical simulations

Two different simulations are performed. The first one is carried out on the larger domain X0 ¼ ð0; L1Þ � ð�H;0Þ (see
Fig. 4.1), and a set of homogeneous boundary conditions are prescribed at x ¼ 0; L1. This simulation is described and the re-
sults are presented in details in Section 4.1. The data obtained through this simulation will provide the nonhomogeneous
boundary conditions for the second simulation on the middle half domain, designated as X1 (see also (4.1)), of X0. This sim-
ulation is described, and the results are presented in details in Section 4.2. Of course the first simulation itself supports the
conjecture that the prescribed boundary conditions (2.30) and (2.31) are appropriate for the nonlinear problem at hand. The
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purpose of the second simulation is to investigate the validity of the proposed boundary conditions for numerical simula-
tions in a limited area with a nonphysical boundary. Here of course we ought to consider nonhomogeneous boundary con-
ditions at the boundary, namely those given by the parent problem (simulation in X0). In Section 4.3 the results from the two
simulations are compared, and the coincidence of the results demonstrates the transparent properties of the boundary con-
ditions prescribed.

The physical parameters that we used in the simulations are the following ones: L1 ¼ 1000 km, L2 ¼ 500 km, H ¼ 10 km.
We take the constant reference velocity U0 ¼ 20 m=s, the Coriolis parameter f ¼ 10�4, and the Brunt–Väisälä buoyancy fre-
quency N ¼ 10�2, which are typical of the mid-latitudes. We take 10,000 segments along ½0; L1� in the x-direction. The final
time for the simulation is T ¼ 50;000 s, and we take 10,000 time steps. In the vertical direction we take 53 segments. In the
computations we will deal with Nmax ¼ 5 (the number of modes), which is sufficient from the physical point of view.

4.1. Simulation on the larger domain

We first recall that the scalar functions u, v, etc., are related to the vector functions u, v, etc. (see (2.9)), via Eq. (2.8). In the
simulation the initial conditions are given for these scalar functions:
uðx; y; z;0Þ ¼ sin3 6px
L1

� �
cos pz

H

� �
;

vðx; y; z;0Þ ¼ 1
2þ

y
2L2

� �
sin2 6px

L1

� �
cos pz

H

� �
þ 0:2 sin2 4px

L1

� �
;

wðx; y; z; 0Þ ¼ � H
p sin pz

H

� �
18p
L1

sin2 6px
L1

� �
cos 6px

L1

� �
þ 1

2L2
sin2 6px

L1

� �� �
;

/ðx; y; z;0Þ ¼ 0:01 1� y
L2

� �
� H

p cos pz
H

� �
� H

2p cos 2pz
H

� �� �
sin2 4px

L1

� �
;

wðx; y; z;0Þ ¼ 0:01 1� y
L2

� �
sin pz

H

� �
þ sin 2pz

H

� �� �
sin2 4px

L1

� �
:

8>>>>>>>>>>>><>>>>>>>>>>>>:
ð4:1Þ
We note here that the initial conditions for u1, u2, etc., can be easily derived from (4.1), because the functions on the right-
hand side of (4.1) are linear in y, and they can be fully decomposed in terms of the hat functions h1, h2 and h3 (see Fig. 2.1).
The initial conditions for each mode are then computed by the formulas (3.1) and (3.2). When restricted to the middle half
domain, the functions in (4.1) also provide the initial conditions for the simulation on the middle half domain (see Section
4.2).

For the simulation on the domain X0 we prescribe homogeneous boundary conditions for the modes n P 1. Specifically, for
the subcritical modes, i.e. when 1 6 n 6 nc,
nnð0; tÞ ¼ 0;
vnð0; tÞ ¼ 0;
gnðL1; tÞ ¼ 0

8><>: ð4:2Þ
and for the supercritical modes, i.e. when n > nc,
nnð0; tÞ ¼ 0;
vnð0; tÞ ¼ 0;
gnð0; tÞ ¼ 0:

8><>: ð4:3Þ
For the zero mode (n ¼ 0) we prescribe the almost homogeneous boundary conditions:
0
1

0

−H

x

z

Ω1

L1 /4 3L1/4

Non−homog.
      BC’s

Homogeneous

       BC’s

Ω0 Ω0

L

Fig. 4.1. The larger domain X0 and the middle half domain X1.



9876 Q. Chen et al. / Journal of Computational Physics 227 (2008) 9865–9884
u0ð0; tÞ ¼ 0;
v0ð0; tÞ ¼ 0;
/0ð0; tÞ ¼ 0;
/0ðL1; tÞ ¼ /r

0;gðtÞ;

8>>><>>>: ð4:4Þ
where /r
0;gðtÞ provides the ‘‘geostrophic” boundary condition for /0, and is computed by the procedure described in Section

2.5.
Figs. 4.2–4.4 show the initial state of the prognostic unknowns u, v and w.
Figs. 4.5–4.7 show the state of the prognostic unknowns at the final time t ¼ T .

4.2. Simulation on the middle-half domain

Next we do simulation on the middle half domain X1 ¼ ðL1=4;3L1=4Þ � ð�H;0Þ of X0. The boundary values of the un-
known function u, etc., at x ¼ L1=4 and 3L1=4 come from the previous simulation. More specifically, the boundary conditions
are, for the subcritical modes (1 6 n 6 nc),
nnðL1=4; tkÞ ¼ nl
nðtkÞ;

vnðL1=4; tkÞ ¼ vl
nðtkÞ;

gnð3L1=4; tkÞ ¼ gr
nðtkÞ

8><>: ð4:5Þ
for the supercritical modes (n > nc),
nnðL1=4; tkÞ ¼ nl
nðtkÞ;

vnðL1=4; tkÞ ¼ vl
nðtkÞ;

gnðL1=4; tkÞ ¼ gl
nðtkÞ

8><>: ð4:6Þ
and for the zero mode (n ¼ 0),
u0ðL1=4; tkÞ ¼ ul
0ðtkÞ;

v0ðL1=4; tkÞ ¼ vl
0ðtkÞ;

/0ðL1=4; tkÞ ¼ /l
0ðtkÞ;

/0ð3L1=4; tkÞ ¼ /r
0;gðtkÞ:

8>>>><>>>>: ð4:7Þ
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